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Q [IC Architecture Task Group Mission

The Architecture Task Group is
responsible for the creation, evolution
and adoption of the Industrial Internet
Reference Architecture (IIRA) and its
supporting materials to enable open and
interoperable lloT technologies




Q lIC Architecture Task Group Scope

|ldentify and document major lloT architecture concerns and develop systematic
architecture frameworks and methodologies for their resolution;

|dentify and elaborate common lloT architecture patterns

Identify and evaluate standards, practices, and technologies best suited for
building lloT systems, and highlight gaps where needed.

ldentify and document architecture elements and development activities that
guide the realization and evaluation of lloT key system characteristics.

Engage with testbed teams and other adopters to leverage IIRA successfully
and incorporate their feedback into future versions.

Manage the author and publication lifecycle of the IIRA, and coordinate with
other teams to ensure consistency between IIRA and other related artifacts in
both structure and content.




G lIC Industrial Internet of Things Deliverables

n A Collections of vertical, solution, practices or vendor specific thematic documents including competing alternatives
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a architecture concept & model
[IS Overview & Manifest of Documents
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G What the RA is—and is not

What it is not:
An Architecture

What it is:

A methodology that enables system architects to use
standards based common approaches, common
vocabularies, and common representations to design
an optimal, interoperable lloT system for their unique
requirements.



Basis: ISO/IEC/IEEE 42010:2011 -

Systems & Software Engineering -- Architecture Description
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lIRA and IIAF — Design, Build, Deploy & Feedback

Industrial Internet Reference Architecture

Industrial Internet Architecture Framework
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0 The lIC lloT Architecture Framework
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Q Functional View — Domains and Cross Cutting Functions

System Characteristics

A functional domain is a

(mostly) distinct functionality in
the overall lloT system z
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Q Architecture Patterns

Industrial Internet

Inter-Site Databus —
N —

System of Systems

' Site Databus ‘
N e /

Systems

Unit Databus ‘
\l"__ﬂ/

Smart
Machines

Think HMI

‘ Machine Databus l
T 1/

N\t
Sense Act

Edge Tier Platform Tier

Proximity Network

Edge  Access Network Service Platform

Gateway

Data Flow Data
¥ Analytics
Transform ¥

Control Flow

Operations
Edge P

ﬁ* Gateway

Device Management

Data Aggregation

February 16, 2018

Enterprise Tier

Service Network

Data Flow ( —
Domain Applications

Control Flow

Rules & Controls

Biz users

Edge Tier Platform Tier Enterprise Tier
> § Monetization
other information domains.
data flows
Data Services & Platforms || Analytic Services & Platiorms _ Business Domain
Ingestion & transformation || Streaming & batch
data flows || "% _ information flows HE B E
A msEE E &N s 34
| Persistance & distribution Persistence & distribution E B R
Control Domain 055 Bss
7. o antalnons | Application Domain
B &, Controller Logic & rules L
Bl !
Jr— w1 + orchestration flows H . z.Pcm‘
Sensors Application S T
& Gateway asset mgmt service flows
) ¥ . N Biz Apps
biz app flows
Resetman ows [ — " a e
Provisioning & Deplayment Prognostics & Optimization
. ] OT Apps
> 4 ~
i Asset & Meta data AP & Portal [l ‘! BE o
. . ops app flows OT users
Management Monitor & Diagnostics
Proximity Access
Service Network
Network Network

Local Area Network

.‘. »i‘ * Wide Area Network

Sensor Edge Gateway/Hub

10



C Crosscutting g D

“Identify deployment models that address patterns
and characteristics for lloT Compute Deployment”
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Edge/Edge Computing Definition Diagram
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Q Thanks

Mark Crawford
Standards Strategist, SAP

Mark.Crawford@sap.com

Shi-Wan Lin
Thingswise

shiwanlin@thingswise.com

February 16, 2018

13


mailto:Mark.Crawford@sap.com
mailto:shiwanlin@thingswise.com

